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Neural Network Revisit



Vector Formation
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Multi-Layer Perception

Hidden layer 1

Hidden layer 2

Hidden layer L



Regression Algorithms

Training Data Predictor
Learning Algorithm

Linear Regression Pipeline

1. Build probabilistic models: 
Gaussian Distribution + Neural Network

2. Derive loss function: MLE and MAP
3. Select optimizer: (Stochastic) GD 



Binary Classification Algorithms

Training Data Predictor
Learning Algorithm

Binary Logistic Regression Pipeline

1. Build probabilistic models: 
Bernoulli Distribution  + Neural Network

2. Derive loss function: MLE and MAP
3. Select optimizer: (Stochastic) Gradient Descent

Binary Classification



Multiclass Logistic Regression Algorithms

Training Data Classifier
Learning Algorithm

Multiclass Logistic Regression Pipeline

1. Build probabilistic models: 
Categorical Distribution + Neural Network

2. Derive loss function: MLE and MAP
3. Select optimizer: (Stochastic) Gradient Descent

Multiclass Classification



Select Optimizer
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Select Optimizer

● (Stochastic) Gradient Descent



(Stochastic) Gradient Descent

● Initialize parameter 

● Sample 

● Do



Chain Rule

● A composite function is the combination of two functions: a function that takes as input 
the output of another function

Let’s call               the output of the inner function 

Derivative of outer part of h(θ) Derivative of inner part of h(θ) 



Chain Rule

The inner vector function   maps     inputs to    outputs, while the outer function    
receives    inputs to produce one output,   .

The chain rule allows to compute the variation (i.e., the partial derivative) of the 
function w.r.t. each component of the multivariate input     Gradient vector of  



Backpropagation: Chain Rule on Neural Network
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Backpropagation: Chain Rule on Neural Network

Forward Pass



Backpropagation: Chain Rule on Neural Network
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Backpropagation: Chain Rule on Neural Network

Backward Pass



(Stochastic) Gradient Descent

● Initialize parameter 

● Sample 

● Do



Auto-differentiation Packages

PyTorch JAX Tensorflow



● 60,000 images
● 28x28 pixels = 784
● Grayscale, from 0 to 255 → Converted to [0,1] 

MLP example: MNIST

MNIST hand-written character 
recognition



PyTorch



PyTorch



Q&A


