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Wiki
From Wikipedia, the free encyclopedia

This article is about the type of website. For other uses, see Wiki
{disambiguation).
"WikiNode" redirects here. For the WikiNode of Wikipedia, see
Wikipedia:WikiNode.
A wiki (/wikif wic-ee) is a website that allows the easyl!l creation and editing of
any number of linked web pages via a web browser using a plified markup
language or a WYSIWYG text editor. 2 wikis are typically powered by wiki
software and are often used to create collaborative websites, to power community
websites, for personal note taking, in corporate intranets, and in knowledge
management systems.
Wikis may exist to serve a specific purpose, and in such cases, users use their
editorial rights to remove material that is considered "off topic.” Such is the case
of the collaborative encyclopedia Wikipedia ! In contrast, open purpose wikis
accept content without firm rules as to how the content should be organized

Ward Cunningham, the developer of the first wiki software, WikiWikiWeb,
originally described it as "the simplest online database that could possibly

work. " “Wiki" (pronounced [‘wiki] or [ viki]) is a Hawaiian word for "fast."2! "Wiki"
has heen hark hy snme tn "What | Know |:
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Outcome (150-175 words):

Talk about your changing view on this belief or idea after the event you discussed in the Catalyst
section (this is the ‘after’ picture you discussed in the Context section). If your old beliefidea was
replaced with a new belief/idea, briefly explain what the new one is here.

Of course, avoidance doesn't fix anything. | had to face the music eventually and | have with
time become more financially competent, spending hours re

as | can. I've started an education savings plan and a long t MATH Dataset (Ours)

better at spending my money; | no longer blow through a pa Problem: Tom has a red marble, a green marble, a blue
1 will spend my pay and exactly how much is allocated to x| marbe, and three identical yellow marbles. How many
know how to do yet. | know as | get older there will be financ diff Yt £ b bl T he 9

can’t even anticipate. | want to become better at budgeting. er?n EroupSiokitWojmarbes;can m_n ChoOSE:

want to diversify. | don't really know what ‘diversify’ means, | Solution:  There are two cases here: either Tom chooses
podcasts about finances and | read books. And when | have two yellow marbles (1 result), or he chooses two marbles
money: of different colors ((3) = 6 results). The total number of

Reflection (175-200 words): distinct pairs of marbles Tom can choose is 1 + 6
Talk about what you leamed by challenging tis beiisflopinion and proplem: I 3°°  cos®" 6 = 5, what is cos 267
forward. Provide some learning outcomes about how itimpacted y g 1 eion” PRic’med o A

professionally. lution: s geometric series is

Text Input Output

1+ cos? 6 +cost @ + - = ;L5 = 5. Hence, Summarize
this article:

Every adult has to deal with money. | felt so grown up when
a paycheck with my name on it. However, the expectations ¢ cos2 § = %- Then cos20 = 2cos20 — 1
believe it was a major shortcoming in my education to overlc
the hard way, slowly and with a lot of mistakes, how to man: prohlem: The equation 22 + 2 = 7 has two complex

could have been better prepared prior if more adults around . s .
money. | started out believing money was something about  S01utions. Determine the product of their real parts.

Text Generation Model

(Large Language Model)

but I've been slowly shedding those practices. | stil find it di Solution:  Complete the square by adding 1 to each side.
people, and when | do | still feel like I'm breaking a taboo, bl Then (z +1)2 = 1+i = e T v/2, s0 z + 1 = +e ¥ ¥/2.
myself to speak plainly. And | have a goal: not only am | 9°iThe desired product is then
going to pay what | learn forward. When my kids earn their f T\ 4 ) 4

(=1 +cos(5) V2) (-1 = cos (§) ¥2) =

know what to do with it. | know it's important, so | talk about

1-cos? () va=1- g 5

Labelled Data: Prompt & Answer
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What are the key benefits of using Reinforcement Learning

from Human Feedback (RLHF) for dataset collection in the

context of Large Language Model (LLM) generation?

Reinforcement Learning from Human
Feedback (RLHF) for dataset collection
in Large Language Model (LLM)
generation provides key benefits such
as improved modal performance
through direct optimization, better

alignment with human values by
incorporating human feedback, and the
ability to iteratively refine the model
based on user interactions, resulting in a
more user-friendly and efficient
language model.

Text Input
Using reinforcement Learning from
Human Feedback (RLHF) for dataset
collection in Large Language Model
(LLM) generation offers advantages
such as enhanced model capabilities by

ptimizing for desired ot

greater adaptability to human
preferences through the inclusion of
human feedback, and the opportunity
to continuously improve the model
based on user experiences, ultimately
leading to a more effective and
responsive language model.

Summarize
this article:

Text Generation Model

(Large Language Model)

Preference Data: Prompt & Positive/ Negative Answers
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For a movie that gets no respect there sure are a lot of
memorable quotes listed for this gem. Imagine a movie
where Joe Piscopo is actually funny! Maureen Stapleton is a
scene stealer. The Moroni character is an absolute scream.
Watch for Alan "The Skipper" Hale jr. as a police Sgt.

D={X'}L,, Xi={ai}i,

:: > Target Function

p(X)
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D= (X)L, Xi (e}, p(X)

1. Build probabilistic models
Categorical Distribution + Autoregressive +

RNN/Transformer
2. Derive loss function (by MLE or MAP....)

3. Select optimizer



Combating Combinatorial Complexity:
Autoregressive Model

p(X) = p({z;}_,) o(Iv|™)



Combating Combinatorial Complexity:
Autoregressive Model

p(X) =p({z;}i=1) o(V|7)

t

= Hp(wj|$<j)



Categorical Distribution

p(X) =p({z;}t_,) oWV

t

H (zj|r<))

ﬁ exp(Wz, d(z<;))

Zl  exp(Wig(z<;))



Recursive Neural Network

p(X) =p({z;}t_,) oWV

t

H (zj|r<))

ﬁ exle T<j) | RNN
Zl 1 exp(Wig(z<;))




exp(ijqb(a:q))
Recurrent Neural Network S exp(Wig(z <))

state softmax

\ hj = ¢(z<;) FC 1000

unrolling

:
AH
&

L

:

For a movie that gets no respect there sure are a lot of
memorable quotes listed for this gem. Imagine a movie
where Joe Piscopo is actually funny! Maureen Stapleton is a
scene stealer. The Moroni character is an absolute scream.
Watch for Alan "The Skipper" Hale jr. as a police Sgt.




RNN Cell

exp(ij ¢(r<;))
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h100 is almost irrelevant to Xq: i Is near zero. Gradient Vanlshlng



RNN Cell
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Bottleneck in RNN

hj = ¢(x<;)
Tmt1  exp(We, é(z<;))
%4
2 1=1exp(Wid(z<;))
‘\1——-1——-T——-”—.—--I—’ Bottleneck:
X, X, X - X  Sequences bottlenecked through a

fixed-sized vector,



Attention: Flatten RNN Computation

Context vector:

CO - (Zlhl + .- + amhm.

Co

/’xm-l-l
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P(Trmt1|Tamir) =

Zlv=1 exp(Wico)



Attention: Adding Output Dependency

1. Linear maps:
* ki =Wg-h;fori=1tom.

* qo=Wp X;n41

Xm+1 2. Inner product:
« & =klq,,fori=1tom.

3. Normalization:

o [ay, -, ay] = Softmax ([@q, -+, @p)).

exp(Wq,co)

P(Trmt1|T<me1)
Zlvzl exp(Wico)

Weight: «; = align(hi xim+1)



Recursive Attention?

Lm+1 Tm425- 5y Lm+n

P(fl?m+2 |$<m+2)




Recursive Attention?

Lm+1 Tm425- 5y Lm+n

P(ZTrmpn |T <mtn)




Parallel Attention

Query: q.; = Wy X; Key: k.; = Wxh;, Value: v.; = Wyh;.
Weights:  a.; = Softmax(K”q.;) € R™.

Context vector: Cj = Vg + o+ Ay V.

W R SR R R R R R e e e e e e e



Parallel Attention

P2




Transformer: Multi-Headed Multi-Layer Parallel Attention!

n
P2
kg Vi |Kg V3 |k V3 K. Vim
I A e S
| FFN ]




Decoder-Only Transformer

person wearing hat [END]

o] [u] [o] [x]

i xN

Jawuojsuel |

|I yo| |Y1| yz

[START] person wearing hat X [ X 1% |[ %




Decoder-Only Transformer

person wearing hat [END]

o] [u] [o] [x]

i xN

Jawuojsuel |

PE(pos.2i) = sin(pos/ 100002/ dmodel)

|| Yo l I Ys l Y2 | Y || : PE o5 2i+1) = cos(pos/ 10000/ Aol )

[START] person wearing hat X | % [ %[ %




Decoder-Only Transformer

person wearing hat [END]

o] [u] [o] [x]

o [ [y.]

Concatenate

| | |

i xN

head, head,, ,

i’- Eﬂ Eﬁ o |y Ly

Jawuojsuel |

[START] person wearing hat Xo | % [ % | %

Split




Decoder-Only Transformer

AN

person wearing hat [END]

o] [u] [o] [x]

residual connect

i xN

Jawuojsuel |

[START] person wearing hat Xo | % [ % | %

residual connect




Original Transformer

Output
Probabilities

Add & Norm

Feed
Forward
[} J

/_H ( orm I‘\
2% > s e —>{_Add & Norm ) Ar:dl &:
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Attention

. 4. % e : N
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Limitations? Expensive Computation

[vo v %]

Concatenate

| [

|

head, head, head,, ,
):o\y,]yz v v [ v2 Elh:yz

|
[ Self-attention | | Self-attention |

el | BRI

EAEREY

|

| f '
Split
‘. "0” % H % ‘

Key, Value

Attention

Query

from Decoder

weights



Limitations?
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D= (XL, Xi (e}, p(X)

1. Build probabilistic models
2. Derive loss function (by MLE or MAP....)
MLE

3. Select optimizer



MLE

e Givenallinputdata D={X*}%,, X'={zi}}_,

i t exp (Wm;¢ (xZ<J))
p(X") = E Zlvzl exp (VVZ¢ (x1<3))

e Log-likelihood

n t
() = Z (X%50) =) log(zt | 2% 9)
1=1 j=1
Py o (W (o5 )

1 Zl i €XP (W/l¢( ))
DITATENES 331 EAUTER)

1=1 j=1
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D= (X)L, Xi (e}, p(X)

1. Build probabilistic models
2. Derive loss function (by MLE or MAP....)
3. Select optimizer

Stochastic Gradient Descent



Large and Larger LMs

2024

2023

2022

2021

2020

2019

2018

2017

/

)

OpenAl
GPT-1, 177 M, NLP

N
_ OpeRaL Claude-3, NLP &
Sora, 30 B, Vision » \/| . OpenAl
Goodle » Google _o GPT-4V, 1.8 T, Vision
g GroK, 314 B, NLP Gemini, 1.6 T, NLP,
ViT-22B, 22 B, Vision 090 Meta L
QO Meta ~ LLaMA, 650 B, NLP ~ ~* Gy
SAM, 636 M, Vision ~ @ % o PanGu-Y, 1.085 T, NLI
OpenAl Google 09 Meta
RV e - 569 sos B T
& Microsoft Dalle-2, 35 B, Vision PaLM-E, 562 B, Image & Text LLaMA 2, 700 B, NLP
GIT, 700 M, Image-to-Text stability.ai
-
. °
t Stable Difusion, 1.45 B, Text-to-Image G? gle
® PaLM, 540 B, NLP
OpenAl
ChatGPT, 200 B, NLP g@ * Baidmm
e ERNIE 3.0 Titan, 260 B, NLP
PanGu-a, 200 B, NLP - e ’
& G|
OpenAI (&)
GPT-2, 1.5 B, NLP OpenAl
GPT-3, 175 B, NLP

Google
BERT, 340 M, NLP
é

o Google Transformer, 213 M, NLP

150 M

-~
>
Number of parameters 1T

Tu, Xiaoguang, et al. "An overview of large Al models and their applications."

Visual Intelligence 2.1 (2024): 1-22.



Summary

e Pretraining of LLM: MLE for unsupervised learning

e RNNs requires sequential processing
e RNNs have bottleneck, restricting the flexibility
e Attention is actually flattening RNN

e Transformer is deep attention



Q&A



