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(Large) Language Models

Training Data Target FunctionLearning Algorithm

Unlabelled Data: text sequences



LLM Training
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Pretraining of (Large) Language Models

Training Data Target FunctionLearning Algorithm

1. Build probabilistic models
Categorical Distribution + Autoregressive + 
RNN/Transformer

2. Derive loss function (by MLE or MAP….)
MLE

3. Select optimizer
Stochastic Gradient Descent



(Large) Language Models



Recursive Neural Network in (Large) Language Models

RNN



https://lena-voita.github.io/nlp_course/language_modeling.html



RNN Cell

A



Bottleneck in RNN

Bottleneck:
Sequences bottlenecked through a 
fixed-sized vector. 



Parallel Attention



Transformer: Multi-Headed Multi-Layer Parallel Attention!

FFN



Decoder-Only Transformer



Is Pretraining Enough for (L)LMs?

What we have:

Generating texts unconditionally
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Is Pretraining Enough for (L)LMs?

What we have:

Generating texts unconditionally

Answer Question? Generating texts condition on answer

Never be trained



Supervised Fine-tuning (Instruction Fine-tuning)
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Supervised Fine-tuning (Instruction Fine-tuning)

Training Data Target FunctionLearning Algorithm

1. Build probabilistic models
Fixed the same as in pretraining:  
Categorical Distribution + Autoregressive + 
RNN/Transformer

2. Derive loss function (by MLE or MAP….)
3. Select optimizer



Transformer: Multi-Headed Multi-Layer Parallel Attention!

FFN



Supervised Fine-tuning (Instruction Fine-tuning)

Training Data Target FunctionLearning Algorithm

1. Build probabilistic models
2. Derive loss function (by MLE or MAP….)

MLE
3. Select optimizer



MLE for Supervised Fine-tuning (SFT)

● Given all input data

● Log-likelihood 



Wang, Yizhong, et al. "Super-naturalinstructions: Generalization via declarative instructions on 1600+ nlp tasks." arXiv 
preprint arXiv:2204.07705 (2022).



RLHF for (Large) Language Models

Training Data Target FunctionLearning Algorithm

Preference Data: Prompt & Positive/ Negative Answers



RLHF for (Large) Language Models

Training Data Target FunctionLearning Algorithm

1. Build probabilistic models
Fixed the same as in pretraining:  
Categorical Distribution + Autoregressive + 
RNN/Transformer
+ classification head (only for learning)

2. Derive loss function (by MLE or MAP….)
3. Select optimizer



Transformer: Multi-Headed Multi-Layer Parallel Attention!

FFN



RLHF for (Large) Language Models

Training Data Target FunctionLearning Algorithm
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RLHF for (Large) Language Models

Training Data Target FunctionLearning Algorithm

1. Build probabilistic models
2. Derive loss function (by MLE or MAP….)

MLE
3. Select optimizer



MLE for Preference Learning - 
Direct Preference Optimization (DPO)

● Given all input data

● Log-likelihood 



Online vs. Offline Samples

Where the samples Y comes from?



RLHF for  (Large) Language Models

Training Data Target FunctionLearning Algorithm

1. Build probabilistic models
2. Derive loss function (by MLE or MAP….)
3. Select optimizer

Stochastic Gradient Descent



Proximal Policy Optimization (PPO) vs. DPO

1, Learn a reward model

2, Policy Gradient



Proximal Policy Optimization (PPO) vs. DPO

1, Learn a reward model

2, Policy Gradient

Naturally Online!



RLHF Performance

Stiennon, Nisan, et al. "Learning to summarize with human feedback." Advances in neural 
information processing systems 33 (2020): 3008-3021.



Summary

● Pretraining of LLM is not enough

● Post-training of LLM is necessary:

○ Supervised Fine-tuning

○ Reinforcement Learning from Human Feedback

■ Online vs Offline data



Dimension 
Reduction

Density Estimation

Supervised Learning vs. Unsupervised Learning

Training Data
Target Function

Learning Algorithm
Supervised 

Unsupervised 

Clustering

Regression, Classification



Dimension 
Reduction

Density Estimation

Supervised Learning vs. Unsupervised Learning

Training Data
Target Function

Learning Algorithm
Supervised 

Unsupervised 

Clustering

Regression, Classification

General ML Algorithm Pipeline

1. Build probabilistic models 
2. Derive loss function:

MLE vs. MAP
3. Select optimizer

Necessary Condition vs. (Stochastic) GD 



Q&A

Thanks for 
Attending in the 
whole semester


