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Syllabus

Cover a number of most commonly used machine learning algorithms in 
sufficient amount of details on their mechanisms. 

Organization

● Background knowledge
○ Linear Algebra, Probability and Statistics, Optimization

● Supervised learning 
○ Learning with labels

● Unsupervised learning 
○ Learning without labels

● Advanced Topics
○ Foundation Models / Large Language Models



Grading

● Homework (30%)
● Project (40%)
● Exam (30%)
● Participation bonus (5%)



Homework

● There will be three assignments, each account for 10% towards your final 
score. 

● Late policy: Assignments are due at 11:59PM of the due date. You will be 
allowed 2 total late days (48 hours) without penalty for the entire semester 
(for homework only, not applicable to exams or projects). Once those days 
are used, you will be penalized according to the following policy:
○ Homework is worth full credit before the due time.
○ It is worth 75% credit for the next 24 hours.
○ It is worth 50% credit for the second next 24 hours.
○ It is worth zero credit after that.



Homework

You are required to use Latex (OverLeaf Latex Example in the Video), or a 
word processing software to generate your solutions to the written 
questions. 

Handwritten solutions WILL NOT BE ACCEPTED. You can easily export your 
Jupyter Notebook to a Python file and import that to your desired python 
IDE to debug your code for assignments.

https://www.overleaf.com/read/fnpmvchnfqmp


Project 

Team Size

Each project must be completed in a team of 3-5. Once you have formed your 
group, please send one email per team to the class instructor list with the names 
of all team members. If you have trouble forming a group, please send us an 
email and we will help you find project partners.

The team formation email will be due at 11:59 PM on Feb 10th.



Project 

Project Topics:

● Reproduce classic papers, include but not limited to:
○ Deep Residual Learning for Image Recognition
○ Auto-Encoding Variational Bayes.
○ A Simple Framework for Contrastive Learning of Visual Representations.
○ Sequence to Sequence Learning with Neural Networks
○ etc

● You may also refer to the https://cs231n.stanford.edu/project.html.

https://arxiv.org/abs/1512.03385
https://arxiv.org/abs/1312.6114
https://arxiv.org/abs/2002.05709
https://arxiv.org/abs/1409.3215
http://cs229.stanford.edu/projects2012.html


Project

Deliverables: 

■ Presentation (15%)
■ Final Report (25%): All write-ups should use the NeurIPS style.

Your final report is expected to be 5 pages excluding references. It should have roughly the following format:

● Introduction: problem definition and motivation
● Background & Related Work: background info and literature survey (optional)
● Methods – Overview of your proposed method – Intuition on why should it be better than the state of 

the art – Details of models and algorithms that you developed
● Experiments – Description of your testbed and a list of questions your experiments are designed to 

answer – Details of the experiments and results
● Conclusion: discussion and future work

The project final report will be due at 11:59 PM on April 28th

https://nips.cc/Conferences/2020/PaperInformation/StyleFiles


Project

Criteria: 

○ 30% for proposed method (soundness and originality)
○ 30% for correctness, completeness, and difficulty of experiments and figures
○ 20% for empirical and theoretical analysis of results and methods
○ 20% for quality of writing (clarity, organization, flow, etc.)



Exam

 One exam will be held on March 12 in lieu of the regular class:

● It will be a closed-book exam, so no notes or communication with peers is allowed.
● There will be no make-up exams, so be sure to attend on the scheduled date. Missing the exam will 

result in zero credit.
● It will only cover the content introduced before March 12.



Participation Bonus

We will be awarding, on a case-by-case basis, up to 5% in extra credit to the top Ed contributors based on the 
number of (meaningful) instructor-endorsed answers or other significant contributions that assist the teaching 
staff or other students in the course. 

The most helpful contributor will receive the greatest amount of extra credit, and other students with significant 
contributions will receive a percentage of that.



Probability and Statistics 
Revist



Basic Probability Concepts



Discrete Probability Distribution

outcome of a coin 



Continuous Probability Distribution



Continuous Probability Distribution



Continuous Probability Distribution



Statistics



Central Limit Theorem



Joint RVs and Marginal Densities



Conditional Probability





The Bayes Rule



Rules of Independence









Rules of Independence



Multivariate Gaussian



Multivariate Gaussian P (X1, X2)



Operations on Gaussian R.V.



Maximum Log-Likelihood Estimation (MLE)

N times with n head



Maximum Log-Likelihood Estimation (MLE)

N times with n head



Machine Learning for Apartment Hunting 

● Suppose you are to move to Atlanta

● And you want to find the most 
reasonably priced apartment 
satisfying your needs: 



Linear Regression Model



Gaussian Likelihood



MLE 



MLE 

Least Mean Square 



Reference

● Chapter 2 in Pattern Recognition and Machine Learning. Springer. 
2006

https://www.microsoft.com/en-us/research/uploads/prod/2006/01/Bishop-Pattern-Recognition-and-Machine-Learning-2006.pdf


Q&A


