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4.1 Recap

In previous class we discussed the following topics:

1. Definition of a Convex Set

2. Examples of the convex set

3. Operations that preserve convexity

4. 0th, 1st, and 2nd order conditions for convex functions and proofs for why these conditions hold

4.1.1 Conditions for Convexity

Definition 4.1 Oth Order Condition for Convexity
A function f is convex if and only if for all x, y ∈ Ω and t ∈ [0, 1], we have:

f(tx+ (1− t)y) ≤ tf(x) + (1− t)f(y) (4.1)

−4 −2 2 4 6

−5

5

10

15

x

y

For example the function f(x) = x3−4x+5 is convex for x > −1 because it satisfies the 0th order condition
for convexity. The function is not convex for all x as there are more than 2 local minima’s. This also mean
positive quadratic functions are convex in general.
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Definition 4.2 1st Order Condition for Convexity
A function f is convex if and only if for all x, y ∈ Ω and t ∈ [0, 1], we have:

f(y) ≥ f(x) +∇f(y)T (y − x) (4.2)

This condition is equivalent to saying that the function must lie above its tangent line at any point in the
domain.

Definition 4.3 2nd Order Condition for Convexity
A function f is convex if and only if for all x ∈ Ω, we have:

∇2f(x) ≥ 0 (4.3)

This condition is equivalent to saying that the function must have a non-negative Hessian at any point in
the domain.
Proof: Proof of 2nd order condition for convexity:

f ∈ Ω ⇐⇒ ∇2f(x) ≥ 0 (4.4)

Proof of →: Use the Taylor Expansion of f around x:

f(x+ h) = f(x) + hT∇f(x) + 1

2
hT∇2f(z)h

We can rearrearange the terms to get:

1

2
hT∇2f(z)h = f(x+ h)− (f(x) + hT∇f(x))

We know from the 1st order condition that f(x+ h) ≥ f(x) +∇f(x)Th. Therefore:

0 ≤ f(x+ h)−
(
f(x) + h⊤∇f(x)

)
=

1

2
hT∇2f(z)h ≥ 0

Therefore the only if condition holds.
Proof of ←: We can use the same Taylor Expansion as above:

f(x+ h) = f(x) + hT∇f(x) + 1

2
hT∇2f(z)h

Since we know that ∇2f(z) ≥ 0, we can say that:

f(x+ h) ≥ f(x) + hT∇f(x)

This is the same as the first order condition for convexity and therefore the if condition holds and the Hessian
is a semi-positive definite matrix.

4.2 New Material

4.2.1 Convex Function Examples

1. Affine Functions: f(x) = aTx+ b. Can easily be shown to be convex using the 2nd order condition the
Hessian is 0 ≥ 0.
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2. Quadratic Functions: f(x) = xTQx + bT + c where Q ∈ Rn×n and is a SPSD, x, b ∈ Rn, c ∈ R Can
prove that this is convex using the 2nd order condition the Hessian is Q ≥ 0 as Q is a SPSD.

3. Vector Norms ||x||p=
(∑d

i=1|xi|p
)1/p

where p ≥ 1. Proof of convexity is given below.

4. Trace of a Matrix tr(Ax) where A ∈ Rp×d and x ∈ Rd×p. This is convex as the trace is a linear
function.

5. Norm of a Matrix ||z||op= λmax(x)

6. Frobenius Norm ||x||F=
√

tr(ATA)

7. Logarithmic Sum Exponents: f(x) = log(
∑n

i=0 exp(xi)). The proof of this is given below.

4.2.1.1 Vector Norms Proof of Convexity

Proof: We can prove that the p-norm is convex by using the 0th order condition for convexity. We can use
the triangle inequality to prove this.

||tx+ (1− t)y||p≤ ||tx||p+||(1− t)y||p= t||x||p+(1− t)||y||p

||tx+ (1− t)y||p≤ t||x||p+(1− t)||y||p
This is equivalent to the 0th order condition for convexity and therefore the p-norm is convex.

The infinity norm is also convex as it is the maximum of the absolute values of the elements of the vector.

||x||∞= max
i

(xi)

4.2.1.2 Log-Sum-Exp Proof of Convexity

Easiest to prove using the 1st order condition for convexity.

∇f(x) =
[

exp(xi)∑n
i=1 exp(xi)

]d
i

The above gradient is a probability distribution and therefore the function is convex.

4.2.2 Operations that preserve Convex functions

1. Non-negative weighted sum of convex functions: f(x) =
∑n

i=1 αifi(x) where fi are convex and αi ≥ 0.

2. A special case of the above is n→∞ and
∑n

i=1 αi = 1.This becomes the Expectation function g(x) =
Eα[f(xi)] =

∫
p(z)f(x, z)dz where p(z) is a probability distribution.

3. The Max operation g(x) = maxni=1 fi(x) If f is convex then g is also convex.

4. A special case of the above is g̃(x) = maxni=1 fi(x, y) is also convex is f is convex in x but not necessarily
in y.

5. Spectral Norm of a Matrix ||A||op= λ(x) = maxyT y=1 y
TXy is convex.
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6. Partial Min g(x) = miny f(x, y) f needs to be convex in both x and y for g to be convex

7. Inner Affine function g(x) = f(Ax+ b), f needs to be convex for g to be convex.

8. Composite functions:
g(x) = f(h(x))

x ∈ Rd, h(·) : Rd → R

f : R→ R

g(·) : Rd → R

g(·)convex

{
f(·) is convex and strictly increasing and h is convex

f(·) is convex and strictly decreasing and h is concave

4.2.3 Convex Function Applications

Say we have a probability distribution function

p(x, z) = p(x|z)p(z)

with D = x1, x2, ..., xn. We use the maximum likelihood function to estimate the parameters of the distri-
bution, that is, we want to maximize log p(x)

L(z) = −
n∑

i=1

log p(x) (4.5)

= −
n∑

i=1

log

∫
z

p(x, y)dz (4.6)

= −
n∑

i=1

log

∫
z

p(xi, z)

q(z|xi)
q(z|xi)dz (4.7)

where q is an auxillary distribution.

The shape of a log function is concave and therefore by making it negative the maximum likelihood function
is convex.

By the Jensen inequality we know that: f(E|x|) ≤ E[f(x)]. Therefore we can say that:

L(z) ≤ min
q

n∑
i=1

−Eq(z|x) log(p(xi, z))− log(q(z|xi)) (4.8)

This is the variational lower bound of the maximum likelihood function.


