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Office Hours

Friday: 3:00-4:00pm, Online Session

https://teams.microsoft.com/l/meetup-join/19%3ameeting_NzViMmZjNGUtZGJhNS00OGYyLWFlYmItY2YyMThhNzZmNDBl%40thread.v2/0?context=%7b%22Tid%22%3a%22482198bb-ae7b-4b25-8b7a-6d7f32faa083%22%2c%22Oid%22%3a%224f6cd2ac-53df-4b00-9d76-e378aa26842c%22%7d


Office Hours

Monday: 2:00-3:00pm, Coda 2nd floor: Changhao Li

Thursday: 3:00-4:00pm, Coda 2nd floor: Chenxiao Gao



Basic / Prerequisites

• Probability

• Distributions, densities, marginalization, conditioning

• Statistics 

• Mean, variance, maximum likelihood estimation

• Linear Algebra and Optimization

• Vector, matrix, multiplication, inversion, eigen-value decomposition

• Coding Skills

• Pytorch and/or JAX



Statistics of Background Test
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Discrete Probability Distribution
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Continuous Probability Distribution
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Central Limit Theorem
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Joint RVs and Marginal Densities
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Conditional Probability
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Rules of Independence
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Multivariate Gaussian



Multivariate Gaussian 



Operations on Gaussian R.V.



Maximum Log-Likelihood Estimation (MLE)

Given iid samples from Gaussian

Likelihood



Maximum Log-Likelihood Estimation (MLE)

Given iid samples from Gaussian
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Machine Learning for Apartment Hunting 

● Suppose you are to move to Atlanta

● And you want to find the most 

reasonably priced apartment satisfying 

your needs: 



Gaussian Likelihood



MLE 



MLE 

Least Mean Square 



Reference

● Chapter 2 in Pattern Recognition and Machine Learning. Springer. 2006

https://www.microsoft.com/en-us/research/uploads/prod/2006/01/Bishop-Pattern-Recognition-and-Machine-Learning-2006.pdf


Q&A
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