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Basic / Prerequisites

• Probability
• Distributions, densities, marginalization, conditioning

• Statistics 
• Mean, variance, maximum likelihood estimation

• Linear Algebra and Optimization
• Vector, matrix, multiplication, inversion, eigen-value decomposition

• Coding Skills
• Pytorch and/or JAX



Machine Learning for Apartment Hunting 

● Suppose you are to move to Atlanta

● And you want to find the most 
reasonably priced apartment 
satisfying your needs: 



Linear Regression Model



Gaussian Likelihood



MLE 



MLE 

Least Mean Square for Linear Regression 



Optimization Problem
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Random Search ?!
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Random Search ?!

No guidance -> not efficient



Optimality Condition
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Necessary Conditions
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Solving Optimization Problems
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Solving Optimization Problems

What if optimality condition is difficult to be solved?
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Gradient Method Summary
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Optimality Condition

Necessary Conditions



Gradient Method Summary



Step-size Matters



Stopping Criterion



Gradient Method Convergence



Example: Convex Objective
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Example: Non-Convex Objective 



Example: Non-Convex Objective



Example: Non-Convex Objective



Stochastic Gradient Descent



Stochastic Gradient Descent



Intuition of why Stochastic GD can work





● The gradient of LMS is 

● The stochastic gradient of LMS is 

Apply GD and SGD to LMS 



Summary

● Random Search
● Closed-form
● Iterative methods:

○ Local Search
○ Gradient Descent
○ Stochastic Gradient Descent



● Homework 1 is released
● Due: 11:59PM EST, 02/04/2026



Q&A


